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Introduction

Semantic segmentation models are vulnerable to adversarial attacks.
Previous study1 has explored the robustness of the classical CNN-
based semantic segmentation models. The emergence of new visual
foundation models like SAM2 calls for the new research paradigm in
validation of autonomous driving.
The main contributions of this work are summarized below:
Ø (Methodology-wise) In the semantic segmentation task, this study

shows a SAM pipeline with the assistance of text encoder achieves
a robust in-context learning ability under the adversarial attacks.

Ø (Empirical-study-wise) We evaluate the robustness of CNN models,
ViT models, and SAM models under the white-box attacks and
black-box attacks on the dataset of Cityscapes.
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The robustness of SAMs under the black-box corruptions is 
considerable, which is beneficial for the SOTIF in autonomous 
driving. 

Conclusion
Ø Overparameterization + broad training data = zero-shot robustness
Ø OneFormer backbone with the task unification is more robust
Ø MobileSAM is more suitable for the real scenarios, which requires

further adversarial finetuning
Ø More testing scenarios like SegPGD and CosPGD is essential
Ø This framework can be scaled to aerial vehicles or unmanned boats
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The white-box can be attribute to the security issue. SAMs are  
robust under these gradient-based attacks. However, the defense 
is built upon the randomization that the model trained on the 
generalize data is transferred to the Cityscapes dataset.
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SAM: a transitional architecture for the realization of AGI
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